
JCLMM 1/11 (2023) |573–579 

 
 

 

 Heart Disease Prediction Using Logistic Regression 
 

Received: 24 October 2022, Revised: 28 November 2022, Accepted: 30 December 2022 

 

 
Kavya S M, PrathanyaSree C, Deepasindhu M, Nowshika B, Shijitha R, 

Department of Biomedical Instrumentation Engineering, Avinashilingam Institute for Home Science and Higher 

Education for Women, Coimbatore, Tamilnadu 

Keywords 
Machine Learning, Logistic regression, Framingham dataset, heart diseases. 

 

Abstract 

Myocardial Infarction and Brain attacks are responsible for the fatalities of individuals from cardiovascular 

diseases (CVDs), and especially the deaths occur before age 70. 17.9 million people are thought to pass away 

from CVDs annually. Accurate monitoring for each patient individually is not always possible, and clinicians 

cannot consult with patients every 24 hours due to the additional time and knowledge required. Using the 

patient's various cardiac characteristics and the machine learning approach of logistic regression on a publicly 

accessible dataset from Kaggle, we developed and examined models for predicting heart disease in this 

research. The main objective is to ascertain of acquiring coronary heart disease (CHD) upto 10 years of health 

risk. More than 4,000 records, 15 attributes, and patient data are included in the collection. To forecast 

outcomes, it makes predictions about a dependent variable based on one or more sets of independent 

variables. Both binary classification and multi-class classification can use it. This study aims to establish the 

most significant heart disease risk factors and estimate the overall risk using logistic regression. 
 

1. Introduction 

In the modern world, cardiovascular disease, often 

known as heart disease, is a severe sickness 

spreading globally. For the past several years, the 

prevalence of heart disease has been rising quickly in 

our daily lives. Smoking, having high blood pressure, 

and having high cholesterol are three major risk 

factors for heart disease. “Women” typically exhibit 

distinct heart disease symptoms than men do, 

particularly when it comes to coronary artery disease 

(CAD) and other cardiovascular issues. A set of 

illnesses that impact the circulatory system are 

referred to as heart disease. There are a unique set of 

causes for each form of heart disease. The main 

behavioral risk factors for myocardial infarction and 

brainattacksinclude poor eating habits, inactivity, 

tobacco use, and alcohol dependence. People may 

develop obesity, high blood lipids, high blood sugar, 

and high blood pressure as a result of behavioral risk 

factors. According to the primary care clinics, 

measurements of these "intermediate risk variables" 

include a higher probability of experiencing a 

myocardial infarction and “brain attacks”, congestive 

“heart failure”, or other problems. 

We have to improve the performance of previous 

work architecture in this project using a 

preprocessing method that includes a normalization 

phase that fills in missing data with the mean value 

of each feature. A critical step in the machine 

learning process, data preparation improves the 

quality of the input data and extracts useful 

information. The evaluation of various ML 

algorithms for the identification of heart disease and 

the prediction of CVD are the main objectives of that 

work. Machine learning is a technique that enables a 

machine to learn without having to train it to do so 

explicitly. Artificial intelligence is a subfield that 

uses clever software to allow devices to perform 

tasks expertly. 

 

To overcome difficulties with classification, we 

employ logistic regression. Instead of using linear 

regression, which denotes continuous progress, it 

does this by forecasting categorical outcomes. An 

example of a binomial, which has two possible 

results in the most straightforward instance, is the 

prediction of heart disease, which has been steadily 

rising in prevalence worldwide. When compared to 

the current method, using logistic regression 
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increases Accuracy. Many academics are working to 

create various IoT-based medical gadgets as a result. 

Below are some of the researcher's findings. 

 

It has been demonstrated that less sophisticated 

systems, like logistic regression and support vector 

machines with linear kernels, produce results that are 

more accurate than those of more complex systems. 

ROC curves and F1 ratings have been utilized as 

evaluation methods [1]. This study's work analyses 

heart illness by applying machine learning 

methodologies to gauge the levels of disease severity. 

On the UCI heart disease dataset, experiments are 

conducted [2]. The intention of this work is to help 

people better understand their conditions and to 

encourage them to seek professional care early when 

necessary [3]. The study's foundation is publicly 

accessible medical data on heart disease. There are 

208 entries in this dataset, and each contains eight 

details on the patient, including their age, type of 

chest pain, blood sugar level, blood pressure, heart 

rate, ECG, and more [4]. This paper proposes a 

system to uses a logistic regression classification 

algorithm to classify the risk level [5].This paper will 

cover some of the most recent studies employing data 

mining approaches to forecast cardiac diseases to 

ascertain whether data mining methodologies are 

relevant and practical. Additionally, it will evaluate 

the various mining algorithm combinations used. The 

standard data set for heart disease include the “UCI 

Machine Learning Repository”. There are 270 

records total, some of which pertain to patients 

without cardiac disease and others to those who do. 

There are a total of 13 features in full, including 

“age”, “gender”, “chest pain”, “resting blood 

pressure level”, “cholesterol”, “fasting blood sugar”, 

resting “ECG” results, maximal “heart rate”, 

exercise-induced angina, old peak ST depression 

brought on by exercise relative to sleep, the slope of 

the peak exercise ST segment, and the number of 

significant vessels colored by fluoroscopy [6]. 

 

In the current healthcare industry, machine 

learning is frequently used to identify diseases and 

forecast their incidence using data models. For 

investigations including the risk assessment of 

complicated settings, the machine learning algorithm 

of logistic regression is comparatively popular. The 

goal of the study is to use logistic regression to 

predict overall risk and identify the most important 

determinants of cardiovascular disease [7]. In light of 

cardiovascular data, machine learning looks at how 

computers may learn (or enhance their performance) 

[8]. This section displays the risk level drawn from 

the heart disease database. The cardiovascular 

disease database's patient clinical treatment data has 

undergone pretreatment to improve the mining 

process [9]. 

 

Such proactive measures can avoid both the 

onset of sickness and the progression of the disease 

into a severe stage. As a result of the collection of 

various risk factors as a set of data, the data were 

then grouped into a number of risk factors that people 

are known to experience in their daily lives. “These 

risk factors are listed in Table 1”: 

 

2. Methodology 

The primary goal of developing this approach was to 

forecast the likelihood of developing heart disease 

ten years from now. To train our system, we used a 

variety of feature selection strategies, including 

backward elimination and logistic regression, as a 

machine learning approach. The details of these 

algorithms are covered below. 

 

The Kaggle dataset, which has 4240 

observations, forecasts the likelihood that a patient in 

a specific location will develop heart disease. In this 

study, we used SK Learn software to predict heart 

disease using the patient data provided. Over the next 

ten years, with the aid of this patient data, heart 

disease development can be anticipated. With the 

collected data, pre-processing and loading were 

carried out. Pre-processing and data loading was 

carried out using the obtained data. The preparation 

procedure comprises deleting the main error and any 

superfluous data from the database. This technique is 

also used to find missing data in a database. Then, 

utilizing feature selection, the data pertinent to the 

prognosis of cardiac illnesses is extracted. 

 

Table 1:List of risk factors 
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The processed data are analyzed using 

Exploratory Data Analysis. This step determines 

whether a predictive model is a feasible analytical 

tool to achieve a specific task with Accuracy. Then 

the data are refined to ensure that they are relevant 

and categorized, which enables the user to get an 

accurate result. The data which are required for the 

prediction have been separated. Before being tested 

with test data, the segregated data is trained using 

logistic regression. The precise results are obtained 

using logistic regression. It operates using a 

categorical dependent variable that can categorize the 

outcomes into discrete or binary categorical 

variables, 0 or 1, representing the absence or 

presence of cardiac disease. The data was validated 

when the logistic regression models had been trained 

and tested on the data. The association between the 

features has been established through analysis of the 

verified data. Finally, the computer displays the 

expected outcomes to the user “as shown in figure 

1”. 

 
Figure 1: Block diagram of proposed model 

 

3. Software Architecture 

Logistic Regression 

The model of the logistic regression result is shown 

in Figure 2. An algorithm for supervised 

classification is logistic regression. This algorithm 

for predictive analysis is built on the idea of 

probability. By calculating probabilities using the 

underlying logistic function, it assesses the 

relationship between the dependent variable (Ten-

year CHD) and one or more independent variables 

(risk factors) (sigmoid function). As a cost function, 

the sigmoid function is used as a cost function to 

limit the logistic regression hypothesis between 0 and 

1 (squashing), that is, 0 h (x) 1. In logistic regression, 

the cost function is referred to as: 

 
The accurate presentation of data is crucial 

to the success of logistic regression. Essential 

elements from the available data set are thus chosen 

utilizing backward elimination and recursive 

elimination strategies to increase the model's 

potency. “In statistics, the outcome of a categorical 

dependent variable is forecast from a set of 

independent or predictor factors using a type of 

regression analysis called logistic regression. In 

logistic regression, the dependent variable is always 

binary”. Prediction and success probability 

estimateare the two main uses of logistic regression. 

 

Figure 2: Software architecture of remote health 

monitoring system 

 

Some of the qualities have P values that are 

greater than the preferred alpha (5%) in the results 
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(table 2), which indicates a weak statistically 

significant link between them and the likelihood of 

developing “heart disease”. Here, the regression is 

performed repeatedly until all of the attributes have 

P values less than 0.05. The backward elimination 

strategy is used to remove the attributes with the 

highest P values one at a time (table 2). 

 

Table 2:” Logistic Regression Results” 

 
 

A statistical analysis technology called logistical 

prediction uses previous data from a dataset to 

forecast a binary outcome, such as true or false. By 

examining the link between one or more earlier 

independent factors, an arithmetic regression model 

predicts a dependent data variable. The logistic 

regression approach is used to forecast the kind of 

people based on one or more predictor factors (x). It 

is used to simulate a variable with a binary 

conclusion that can only have two feasible values: 0 

or 1, yes or no, or diseased or not. 

 

4. Data Preparation 

Due to the dataset's 4240 observations, 388 missing 

values, and 644 observations at risk for heart disease, 

two separate experiments were carried out to prepare 

the data (shown in figure 3). First, we made sure that 

the missing data were removed, leaving only 3751 

data and 572 observations at risk for heart disease. 

 
Figure 3: Data Preparation 

 

As a result, our model receives less 

training from irrelevant observations. So, using the 

Simple Imputer and Standard Scaler modules of Sk 

learn, we moved forward with the imputation of 

data using the mean value of the observations and 

scaling them. 

 

 
Figure 4: Data after Spanning and Attributing 

 

In this figure 6, we explore four methods of 

feature scaling techniques that are implemented in 

scikit-learn. We will apply those techniques to the 

following three features sex, cp, and fbs. Then, we 

will plot how using those scalers affects the feature 

distributions. Except for the cp values, which fall 

within the [1–4] range, it is clear that the values of 

the majority of features fall within the [0, 1] range. 

According to sickit-learn documentation, the 

normalizer acts row-wise on the data. It adjusts the 

entire row to the unit norm rather than removing the 

mean and scaling by deviation (which is shown in 

figure 4). This is seen by the second plot produced 

using the dataset's Normalizer. 

 

Exploratory Analysis: 

There are 572 cases when a heart complaint is 

threatened and 3179 cases where there are no heart 

complaints. The graph (shown in Figure 5) explains 

the different threat factors that may help with the 

vaticination of the heart complaint of a set of people. 

The brace plot of the exploratory analysis enables us 

to about fantasize both distributions of a single 

variable as well as the relation between dyads of 

variables which is used to prognosticate the heart 

complaint (as shown in figure 5). 
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Figure 5: Exploratory Analysis 

Confusion Matrix visualization: 

 

Figure 6: Confusion Matrix Visualization 

 

The confusion matrix (shown in the figure 6) 

shows 658+4=662 correct predictions and 88+1= 89 

in correct ones. 

• True Positives: 4 

• True Negatives: 658 

• False Positives: 1  

• False Negatives: 88  

 

Feature Selection 

Feature Selection using Backward Elimination (P-

value) algorithm: 

The data was further put through the 

backward elimination process to identify the most 

relevant features, which produced the results below: 

 

Table 3: Result from Feature Selection using Back 

ward Elimination Method 

 

 

Based on the result above, the columns 

(table 1) were dropped. According to the fitted model 

(shown in table 4), the chances of being diagnosed 

with heart disease for males (gender male=1) over 

exp 0.5815) = 1.788687 for females (gender male = 

0) when all other variables are held constant. The 

odds for men are 78.8% higher than the odds for 

women, based on of percentage difference. 

•  The coefficient for age states that, when all oth

er factors are held constant, a one-

year increase in age will result in a 7% increase 

in the likelihood of receiving a CDH diagnosis s

ince exp (0.0655) =1.067644. 

• Similarly, with every extra cigarette one 

smokes, there is a 2% increase in the odds of 

CDH. 

• There is no apparent change in the total cholesterol 

and glucose levels. There is a 1.7% increase in odds 

for every unit increase in systolic Blood Pressure. 

 

Table 5: Dataset after Dropping Columns after 

Feature Selection 

 
 

ROC Curve: 

 The trade-off between specificity and 

sensitivity (as well as TPR) is demonstrated by the 

ROC curve (1 – FPR). Classifiers that give curves 

that are closer to the top-left corner exhibit better 

performance. Points that are diagonal are expected 

to be provided by a random classifier by default. 

The ROC curve is generated by computing and 

plotting the true positive and false positive rates for 

a single classifier at different thresholds. For 
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instance, the predicted likelihood of positive class 

membership for observation would serve as the 

threshold in logistic regression. 

 

The area under the curve (AUC): 

 
AUC is preferred over Accuracy as it is a much 

better indicator of model performance (shown in 

figure 7). This is because AUC uses the True 

Positive Rate and, It is advisable to use other 

measures in addition to the accuracy metric if you 

are using the False Positive Rate of the model 

across various cut-off values. A classifier is useless 

if it produces a score of less than 0.5 because it 

merely indicates that it performs worse than a 

random classifier. It might be between 0.5 and 1, 

and the higher the number, the better. 

 

 
Figure 7: ROC curve for heart disease 

 

5. Evaluation Metrics 

For the evaluation of our output from our 

training the data, the accuracy was analyzed 

“Confusion matrix”. 

 

Confusion Matrix: 

A confusion matrix is used to analyze the 

achievement of a classification model on a set of test 

data, the true values of which are known. It makes it 

possible to visualize how well an algorithm performs. 

It enables quick diagnosis of class labeling 

confusion, such as when one class is frequently 

mislabeled as the other. The crucial to the confusion 

matrix is the number of correct and incorrect 

prognostications or epitomized with count values and 

broken down by each class, not just a number of 

errors made. 

 

Accuracy 

The accuracy is calculated as follows: 

• “True Positive (TP)” = Positive observation and 

is positively predicted. 

• “False Negative (FN)” = Positive observation 

but negatively predicted. 

• “True Negative (TN)” = Negative observation 

and negatively predicted. 

• “False Positive (FP)” =Negative observation, 

but positively predicted. 

Here, 

• True Positives: 4 

• True Negatives: 658 

• False Positives: 1 

• False Negatives: 88 

 

Precision: 

 To determine the value of completeness, 

we divide the total number of correctly diagnosed 

positive consequently makes by the entire number 

of predicted positive exemplifications. A positive 

illustration is confirmed to be positive by High 

Precision (a small number of FP). Precision is 

calculated as follows: 

 
They attained perfection while training the data 

after point selection using backward elimination. 

 

6. Results 

 “The confusion matrix shows 658+4=662 

correct predictions and 88+1=89 incorrect ones”. 

Here, 

• True  Positives: 4 

“True 

positive 

(TP)” 

“A Positive observation is 

predicted and is actually 

positive”. 

“True 

Negative  

(TN)” 

“The output "TN" stands 

for True Negative and 

represents the number of 

correctly classified negative 

examples” 

“False 

Positive 

(FP)” 

“A Positive observation is 

predicted and is actually 

negative”. 

“False 

Negative 

(FN)” 

“The predicted value is 

negative, but the actual 

value is positive”. 
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• True Negatives: 658 

• False Positives: 1 

•  False Negatives: 88 

  

The coding was done to put together the data, to create 

it, pre-process it, constitute the model and then assess 

it. Jupyter Notebook as IDE is used to write the code 

in Python programming. Python libraries are used to 

do the experiments and to create the models (as in 

table 7.1). 

 

Table7.1: Major modules and classes used from SK 

learn 

 
 

7. Conclusion 

 In this work, all the features chosen suggest 

a P value of less than 5%, indicating its important 

part in heart disease prediction after the elimination 

process. Heart disease is known to strike men more 

frequently than it does women. Ageing, daily 

cigarette smoking, and fluctuating blood pressure 

all of these factors raise the chance of acquiring 

heart disease. The chance of congenital heart 

abnormalities has not changed much as a result of 

total cholesterol. High-density lipoproteins may be 

too responsible for this. Glucose also has no 

significant change in the odds of congenital heart 

defects (0.2%). This model presents 88% accuracy, 

and the model has the 74% in the area under the 

ROC curve. 

 

Future Scope: 

Tool to determine a patient's personal illness 

risk. The framework can be modified to work with 

additional models, including neural networks, 

ensemble techniques, etc. Use various machine 

learning techniques to predict cardiac diseases, such 

“DT, NB, and SVM”. 
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