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Abstract 
India's economy has always been reliant on the agricultural industry since the country's independence. On the other side, the 
agricultural industry has been greatly dependent on nature and rainfall. The agriculture yield and the development of 

frugality will be better as we more effectively combat the pungency of decline. Time series prediction (prediction) is based 

on complex processes in chemistry, biometrics, meteorology, geology, astronomy, stock demand, and other fields as well. 
Numerous prediction models help to increase the capacity to lessen the consequences of the dangers this kind of query causes. 
The formulation of a model for rainfall operations, in particular falling across an area in the presence of chaos, is discussed 
in this study using a neural fuzzy method. Nevertheless, a prediction model is created for the analysis of decline. Traditional 
modelling methods have shown to be quite effective in modelling, identifying, and making predictions using separate models 
that operate on various nonlinear systems and processes. We thus employ chaotic time series in our study. The outcomes 
obtained as a consequence have a low prediction error, which is needed to get a useful comparison to developing an improved 
prediction model for adaptive neural networks or chaotic neuro-fuzzy systems. 

 

1. Introduction  

One of the most challenging aspects of nonlinear 

prediction is predicting the behaviour of chaotic time 

series. The model and the algorithm have a significant 

impact on the prognostic delicacy of chaotic time series. 

However, the conceptualization characteristic of the 

suggested models trained by a small number of 

compliances is quite important. Due to their numerous 

practical uses in modelling complex processes over the 

last three decades, neural networks and associated neuro-

fuzzy models have attracted attention as general function 

approximations [1-2]. However, when the number of 

training compliances is constrained, they are unable to 

reconstruct dynamics or adapt to attractor shape. Even if 

they exhibit the most precise one-step-ahead 

prognostications, their performance substantially 

deteriorates when the prediction horizon is expanded (3). 

The issue of rainfall has caused people to work up a 

sweat to predict rainfall in advance so that disasters and 

unfavorable conditions may be identified and dealt with 

before they cause widespread destruction. If we forecast 

the actual geographic conditions in advance to be ready 

for unfavorable circumstances. Hydrological modelling 

has recently grown significantly in importance due to 

Artificial Intelligence (AI) techniques for their capacity 

to predict primarily indirect systems and discover retired 

patterns from literal data. ANN (Artificial Neural 

Networks) and the mongrel ANFIS are two commonly 

utilized AI techniques that have been employed in a 

multitude of fields for comparable modelling (5), (6). 

Additionally, cargo and energy product forecasting are a 

crucial component of an effective energy driven system 

and is necessary for optimal system operation and 

planning. Approximately all electric power suppliers are 

already quoting power cargo based on conventional 

forecast approaches (7). The link between power cargo 

and variables affecting power product is nonlinear, 

nevertheless, making it challenging to detect its 

nonlinearity when utilizing conventional prediction 

models. There are a variety of optimization methods, and 

spectrum analysis is one of the many to be highlighted. 

It is used to identify certain long-term predictable 

elements that accurately represent the dynamics of time 
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series data. Husbandary dependent on downpour in dry 

and semi-dry areas of the worldwide is essential for the 

entire 80 water demand to decrease forecasting (8). 

Overall, because crops are reliant on unreliable climatic 

circumstances across the world (9), the gross domestic 

product is immediately impacted, requiring knowledge 

of future climatic conditions, particularly the downfall 

cast, for the proper operation of the government's 

finances. To depict models on the generalities of natural 

neurons, colorful optimized processes that are 

comparable to the bio-inspired heuristic search style are 

employed to crack difficult soothsaying challenges that 

may be utilized. This applies to ANN or neuro-fuzzy 

systems that operate in real-time databases, much as how 

solar energy products and related data are pre-processed. 

This work aims to model rainfall operations using a 

neuro-fuzzy technique, focusing on rainfall across an 

area that may or may not be experiencing chaos. The 

ANFIS model, which hybridizes soft computing methods 

to enable effective analysis of real-time prediction, is 

also discussed in the study. In this project, we will gather 

publicly accessible real-time data on rainfall in colored 

corridors, which might represent nations, portions of 

nations, or regions of nations. This data is provided by 

the IMD (“Indian Meteorological Department”), India. 

In Rajasthan, India, the Jhunjhunu quarter will still be 

analyzed. An ANFIS model created for downfall forecast 

in Rajasthan's Jhunjhunu region, especially under chaotic 

circumstances, is also trained and tested using the data. 

Initially, a significant basic dataset is applied to train the 

ANFIS model. The same dataset that was applied for 

training is also evaluated by randomizing it. 

Additionally, ANFIS is evaluated to determine whether 

the necessary affair is input after being trained using the 

Mackey-Glass chaotic time series [3-4]. The real-time 

dataset of the Jhunjhunu, Rajasthan, India, may be used 

to apply the model once it has been trained and evaluated 

for chaotic time series. The design's overall compass is 

shown in Fig. 2. Collecting information on the amount of 

decline in millimeters in the Jhunjhunu quarter. In India, 

the month of June is used for the scrutiny and processing 

of data for the ANFIS model's Training with the 

distribution of this data's Functions 1 rush. In this project, 

we will gather publicly accessible real-time rainfall data 

from the IMD of India in different states, districts, and 

regions of the nation. However, Jhunjhunu, Rajasthan, 

India, will be the subject of the study. The ANFIS model 

is then trained and tested with the dataset, specifically 

under chaotic circumstances, in the Jhunjhunu area of 

Rajasthan. 

This model is first trained using a very small collection 

of data. After that, it is put to the test by randomly 

selecting data points from the small training data set. 

Additionally, ANFIS is checked to verify whether it is 

receiving the desired output after being trained using the 

chaotic time series [3-4]. The real-time dataset of the 

Jhunjhunu Rajasthan, India, may be used to apply the 

model once it has been trained and evaluated for chaotic 

time series. The project's overall scope is shown in Fig. 

2.

 

 

Figure 1: ANFIS framework 
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2. Problem Explanation  

The challenge in utilizing a pre-trained model to forecast 

future real-time data is selecting an appropriate model 

from a collection of meteorological parameters, which 

are the geographically quantifiable factors in a specific 

location. The IMD department predicted that the Nagpur 

area of Maharashtra, India, will see around 40% more 

rainfall in 2014. However, Nagpur only had a meagre 4% 

of rain, which resulted in a 90% error rate, which is a 

very unfavorable outcome. The high suicide rate among 

farmers in Nagpur's Vidarbha area is widely known to 

us, who make up a significant component of the Indian 

economy, and this forecast mostly impacted them. In 

India, an ideal prediction model is thus urgently needed. 

3. General Structure  

The first ANFIS system also called an “Adaptive 

Network-Based Fuzzy Inference System”, was 

suggested by Jang [24] in 1993. Because the ANFIS 

system can map very nonlinear input-output correlations, 

interest in employing it has grown recently. To handle 

fuzzy if-else rules, it employs methods like hybrid 

learning, a back propagation and least squares approach 

combination. ANFIS's basic architecture is seen in Fig. 

2. Assumed to be if-else rules are two inputs with rule 

bases of two types Sugeno and Takagi's [25] p & q, 

provided as: 

“Rule 1: If p is X1 and q is Y1, then n1 = r1p + s1q + 

t1.  

Rule 2: If p is X2 and q is Y2, then n2 = r2p + s2q + 

t2.” 

The r, s, and t terms display the affair function's 

parameters, while X and Y are class functions for p and 

q inputs, individually. If the condition is met, the rule's 

then-part is referred to as the consequent, and its if-part 

is called the premise. The fuzzy logic for rules 1 and 2 

has been presented in Fig. 4 [24]. There are five levels in 

the ANFIS design, as seen in Fig. 3. Below is a diagram 

illustrating how each layer functions.

 

Figure 2 ANFIS architecture 

 

Figure 3 Fuzzy reasoning 
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Where p (or q) is the incoming signal to node i and Xi 

(or Yi-2) is the related dialectal label (high, low). The Z1, 

i membership grade identifies how much input is a part 

of the fuzzy set. A bell-shaped membership function, as 

shown below, is the most typical kind. 

Subcaste 2: The product of all nodes, where every node 

is a fixed with the label "π" representing the output of all 

of this incoming signal operator is applied. The Z2, i 

output of a rule indicates its firing strength. 

 

 

Figure.4 Bell-shaped membership function 

Subcaste 3: Each node, which is a fixed node labelled as 

N, calculates the firing strength ratio of the ith rule to the 

firing intensity of all rules. Z3, i output denotes the 

normalized firing strength, where, 

"Z3,i = 

 

= wi /( w1 + w2),  for i=1,2” (5) 

  

wi   

Subcaste 4: Every node is known as an adaptive node in the layer that is denoted by a function. 

“Z4,i = wi’ ni = wi(rip + siq + ti),  for i=1,2”            (6) 

Where ri, si, ti are consequent parameters  

Subcaste 5: In those subcaste, just the node marked and indicated ∑ is present. Summarizing all incoming signals, 

which is denoted by Z5, i, yields the final result. 

Z5,1 = ∑ wini = ∑i wini / ∑i wi,  for i=1,2    (7) 

This system is analysed to utilize both modes of 

learning to change the premise and its associated 

variables. Use of the forward-pass least-squares 

approach is utilized to determine the subsequent 

variables. The parameters are modified using the 

gradient descent approach, as opposed to the reverse 

pass, when errors are transmitted backwards. 

4. Experimental Setup 

a. Data Accumulation  

 

Agriculture has always been crucial to the economy of 

India. Most of our people are strongly reliant on the 

agriculture industry, directly/indirectly. We are all aware 

of how farming depends on rainfall and rainfall forecasts. 

In this case, our goal is to improve forecast accuracy in 

chaotic situations. 

For the Jhunjhunu district in Rajasthan, India, annual 

rainfall in mm is gathered from the years 1973 to 2008. 

Jhunjhunu is situated at 208 08" N and 750 23" E. 

 

Training ANFIS  

 

The ANFIS system, which is described in depth in the 

modules above, combines a neural network with fuzzy 

rules. A basic numerical equation considering x and y 

serves as the input dataset for the ANFIS during the first 

phase of training. 

Z2,i = wi = μxi(p) μyi(q),   for i = 1,2 (4) 
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“y = sin(2*x)./exp(x/5)”         (8)  

 

The group of data is generated by concurrently 

generating a set of values for y from a range of ascending 

(increasing) values of variable x. 

 

The output will now be put to the test using random 

values for variable x in the next section. The inaccuracy 

in the model output is therefore determined theoretically 

and visually. 

 

b. Chaotic Time Series  

 

This project uses the well-recognized Mackey Glass 

Chaotic Time Serie. Under chaotic circumstances, this 

equation can handle complex dynamic systems. 

 

The input dataset for the ANFIS model is now restricted 

to a small timespan, say from the chaotic time series' 

t=118 to t=1117. This model is trained in chaotic 

circumstances using the resulting dataset. ANFIS is 

assessed by changing the input database after training to 

a different time slot in the chaotic time series. Because 

of how few prediction mistakes were made, the chaotic 

prediction was successful. 

This suggests that our model is the most effective at 

analyzing and forecasting rainfall in all regions on the 

planet. 

 

Actual Data Implementation: 

 

The ANFIS model has now been trained and tested using 

rainfall data gathered in the Jhunjhunu area of Rajasthan 

during the first of January in each year between 1975-

2008. The forecasted results are then presented visually, 

with prediction errors kept to a minimum. 

5. Results 

It was noticed the ANFIS model's outcomes for 

predicting rainfall. The model was evaluated using a 

random input after being trained using the original 

dataset for 20 epochs. Thus, an accuracy of about 81 

percent was attained.  

The Mackey Glass equation is then used to train the 

ANFIS for chaotic time series forecast over the time 

from t=118 to t=1117. A second time slot with similar 

time series was used to evaluate the model. The 

following is a summary of the outcomes.

 

 

Figure.6. Prediction errors by ANFIS testing using chaotic time-series 
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    Figure.7. ANFIS prediction 

As a result, the aforementioned example had an acceptable RMSE of 0.64. In all conditions, RMSE is determined by, 

 
Rainfall data from Jhunjhunu, Rajasthan, India, was used to train and validate our model, which can now forecast 

chaotic time series. The following findings are the outcome of testing the ANFIS using real-time data provided by the 

IMD Department. 

 
 

Figure.8. Actual rainfall in Jhunjhunu during 1975-2008 

6. ANFIS prediction  

Here, the RMSE of the predictions made was just 0.6mm. 

The RMSE was determined by comparing the forecasted 

rainfall to the observed precipitation in the area. These 

findings are depicted in Figures 8 and 9.
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Figure. 9. Forecasting error 

 

6. Conclusion  

The poor man's daily food is inextricably linked to the 

weather since rainfall is crucial to the success of any 

agricultural endeavour. This work was motivated by the 

several suicides that occurred in 2014 as a result of 

inaccurate rainfall forecasts. The goal of the work is to 

create a link between current and future data forecasting 

with chaos. The findings of the anticipated data show that 

the ANFIS can adapt to any set of data under any 

unpredictable circumstances and has a significant latent 

influence on the seasonal rainfall forecast during the 

entire year.  
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